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Abstract

This paper investigates test-time adaptation for regres-
sion, where a regression model pre-trained in a source do-
main is adapted to an unknown target distribution with un-
labeled target data. Although regression is a fundamental
task in machine learning, most of the existing TTA meth-
ods have classification-specific designs, which assume that
models output class-categorical predictions, whereas re-
gression models typically output only single scalar values.
To enable TTA for regression, we adopt a feature alignment
approach, which aligns the feature distributions between
the source and target domains to mitigate the domain gap.
However, we found that a naı̈ve feature alignment is ineffec-
tive or even worse for regression because the features are
distributed in a small subspace and many of the raw feature
dimensions have little significance to the output. Here, for
an effective feature alignment in TTA for regression, we pro-
pose Significant-subspace Alignment (SSA). SSA consists
of two components: a subspace detection and dimension
weighting. First, the subspace detection finds the feature
subspace that is representative and significant to the output.
Then, the feature alignment in the subspace is performed
during TTA. Second, the dimension weighting raises the im-
portance of the dimensions of the feature subspace that have
greater significance to the output. We experimentally show
that SSA outperforms various baselines on real-world im-
age datasets.

1. Introduction
Deep neural networks have achieved remarkable success
in various tasks [9, 18, 27, 29]. In particular, regression,
which is one of the fundamental tasks in machine learning,
is widely used in practical tasks such as human pose esti-
mation or age prediction [28]. The successes of deep learn-
ing have usually relied on the assumption that the training
and test datasets are sampled from an i.i.d. distribution. In
the real world, however, such an assumption is often invalid
since the test data are sampled from distributions different
from the training one due to distribution shifts caused by

changes in environments. The performance of these models
thus deteriorates when a distribution shift occurs [20, 42].
To address this problem, test-time adaptation (TTA) [33] has
been studied. TTA aims at adapting a model pre-trained in
a source domain to the target domain with only unlabeled
target data.

However, most of the existing TTA methods are designed
for classification; that is, TTA for regression has not been
explored much [33]. Regarding classification, a representa-
tive TTA method is Tent [46], which minimizes the entropy
of the predictive distribution during testing. The subse-
quent methods of Tent [38, 52] also adopt the entropy min-
imization approach. However, the entropy minimization is
classification-specific because it assumes that a model di-
rectly outputs predictive distributions, i.e., a probability for
each class. On the other hand, typical regression models
output only single scalar values, not distributions. Thus, we
cannot use the entropy minimization approach for regres-
sion models.

In this paper, we address TTA for regression. Since en-
tropy cannot be computed in ordinary regression models,
we adopt another TTA approach, feature alignment, that
does not rely on entropy. Feature alignment methods pre-
liminarily compute the statistics of intermediate features
of the source dataset after pre-training in the source do-
main [1, 11, 22, 24, 26]. Then, upon moving to the tar-
get domain, the feature distribution of the target data is
aligned to the source distribution by matching the target fea-
ture statistics with the pre-computed source ones without
accessing the source dataset. This approach is applicable
to regression because it allows arbitrary forms of the model
output.

However, we found that naı̈vely applying feature align-
ment to regression does not work well. This is because re-
gression models trained with standard mean squared error
(MSE) loss tend to make features less diverse than classi-
fication models do [49]. In particular, we experimentally
observed that the features of a trained regression model are
distributed in only a small subspace of the entire feature
space (Tab. 1). Due to this property, naı̈vely aligning the en-
tire feature space results in poor alignment in the subspace



since many of the entire feature dimensions have small ef-
fects on the subspace, which leads to ineffective and unsta-
ble performance in TTA.

To resolve this problem in TTA for regression, we pro-
pose Significant-subspace Alignment (SSA). SSA consists
of two components based on the aforementioned observa-
tion: subspace detection and dimension weighting. Sub-
space detection uses principal component analysis (PCA)
to find a subspace of the feature space in which the fea-
tures are concentrated. This subspace is representative and
significant to the model output. Then, we perform feature
alignment within this subspace, which improves the effec-
tiveness and stability of TTA. Further, in regression, a fea-
ture vector is finally projected onto a one-dimensional line
so as to output a scalar value. Thus, the subspace dimen-
sions that have an effect on the line need a precise feature
alignment. To do so, dimension weighting raises the impor-
tance of the subspace dimensions with respect to their effect
on the output.

We conducted experiments on various regression tasks,
such as SVHN-MNIST [30, 36], UTKFace [50], Biwi
Kinect [13], and California Housing [39]. The results
showed that SSA outperforms existing TTA baselines that
were originally designed for classification.

Our main contributions are summarized as follows:
• We observed that the features of trained regression mod-

els tend to be distributed in small subspaces within the en-
tire feature spaces, which makes naı̈ve feature alignment
approaches unstable and ineffective in regression.

• We propose SSA, the first TTA method specialized for re-
gression. SSA detects the subspace of the feature space
in which the features are concentrated and performs fea-
ture alignment in the subspace. In addition, dimension
weighting prioritizes the subspace dimensions on the ba-
sis of the significance to the output.

• We experimentally show that SSA outperforms the exist-
ing TTA baselines on image and tabular regression tasks.
We observed that SSA keeps the target features fit within
the source subspace during TTA, which is the key to TTA
in regression.

2. Related Work

2.1. Unsupervised Domain Adaptation

Unsupervised domain adaptation (UDA) has been actively
studied as a way to transfer knowledge in the source do-
main to the target domain [8]. Theoretically, it is known
that the upper bound of the error on the target domain in-
cludes a distribution gap between the source and target do-
mains [3, 15, 37]. For regression, Cortes & Mohri [7] the-
oretically explored regression UDA. RSD [5] and DARE-
GRAM [35] take into account that the feature scale matters
in regression and explicitly align the feature scale during the

Dataset #Valid dims. #Subspace dims.

SVHN 353 14
UTKFace 2041 76
Biwi Kinect (Male, Pitch) 677 33
Biwi Kinect (Male, Yaw) 735 12
Biwi Kinect (Male, Roll) 640 39
Biwi Kinect (Female, Pitch) 699 40
Biwi Kinect (Female, Yaw) 823 34
Biwi Kinect (Female, Roll) 704 49

Table 1. Number of valid (having non-zero variance) feature di-
mensions and feature subspace dimensions (i.e., the rank of the
feature covariance matrix). Although the original feature space
has 2048 dimensions in the experiment, the features are distributed
within the subspaces that have less than a hundred dimensions. See
Sec. 5.3.1 for more details.

feature alignment. However, UDA requires the source and
target datasets to be accessed simultaneously during train-
ing, which can be restrictive when datasets cannot be ac-
cessed due to privacy or security concerns, or storage limi-
tations.

More recently, source-free domain adaptation (SFDA),
which does not access the source dataset during adaptation,
has been studied [6, 19, 31, 32, 43, 47]. The SFDA setting
is similar to TTA in that SFDA adapts models with only
unlabeled target data. However, SFDA requires to store
the whole target dataset and access the dataset for multi-
ple epochs to train additional models [6, 19, 31, 43, 47] or
perform clustering [32].

On the other hand, TTA does not train additional mod-
els nor access the target dataset for multiple epochs, which
enables instant adaptation with low computational resource
and storage.

2.2. Test-time Training

Test-time training (TTT) is also similar to TTA as it adapts
models with unlabeled target data. The main difference
is that TTT requires to modify the model architecture and
training procedure in the source domain. The main ap-
proach of TTT is additionally training an self-supervised
branch simultaneously with the main supervised task in
the source domain. Then, during adaptation, the model
is updated via minimizing the self-supervised loss on the
target data. On the basis of this approach, TTT meth-
ods with various self-supervised tasks have been proposed
such as rotation prediction [45], contrastive learning [34],
clustering [17], or distribution modeling with normalizing
flow [40]. However, training with additional loss prohibits
the use of off-the-shelf pre-trained models or may poten-
tially affect the performance on the main task.

In contrast, TTA accepts arbitrary training methods in
the source domain and thus off-the-shelf-models can be



adapted.

2.3. Test-time Adaptation

Test-time adaptation (TTA) aims to adapt a model trained
on the source domain to the target domain without access-
ing the source data [33]. The difference between UDA and
TTA is that TTA requires only unlabeled target data while
UDA requires both labeled source data and unlabeled target
data. TTA for classification has attracted attention for its
practicality. Various types of TTA methods have been stud-
ied.
Entropy-based. Wang et al. [46] found that the en-
tropy of prediction strongly correlates with accuracy on the
target domain and proposed test-time entropy minimiza-
tion (Tent), which is the most representative of the TTA
methods. BACS [52], MEMO [48], and EATA [38] fol-
low the idea of Tent and improve adaptation performance.
T3A [23] adjusts the prototype in the feature space dur-
ing testing. However, these TTA methods are designed
for classification and cannot be applied to regression. For
instance, computing entropy, which is widely adopted in
TTA [23, 38, 46, 51, 52], requires a predictive probabil-
ity for each class, whereas ordinary regression models only
output a single predicted value. Thus, we investigate an ap-
proach that does not rely on entropy.
Feature alignment. Another approach of TTA is feature
alignment [1, 4, 11, 51]. It is based on the insight about
UDA and makes the target feature distribution close to the
source one. Since accessing the source data is restricted
in the TTA setting, methods based on feature alignment
match the statistics of the target features to those of the pre-
computed source. BN-adapt [4] updates the feature mean
and variance stored in batch normalization (BN) layers [21].
DELTA [51] modifies BN and introduces class-wise loss
re-weighting. BUFR [11] and CAFe [1] incorporates pre-
computed source statistics. Although some of these meth-
ods are directly applicable to regression, we have observed
that they are not effective or even degrade regression per-
formance.
Input adaptation. This approach aims at not updating
models but modifying inputs. They use image transforma-
tion models [12, 16] or trainable visual prompt [14]. They
are also oriented to classification and regression has not
been explored.

3. Problem Setting
We consider a setting with a neural network regression
model fθ : X → R pre-trained on a labeled source dataset
S = {(xs

i, y
s
i) ∈ X × R}Ns

i=1, where xs
i and ys

i are an input
and its label, and X is the input space. Our goal is to adapt
fθ to the target domain by using an unlabeled target dataset
T = {xt

i ∈ X}Nt
i=1 without accessing S. Note that the tar-

get labels yt
i ∈ R are not available. In the source dataset

S, the data {(xs
i, y

s
i)} are sampled from the source distri-

bution ps over X × R. In the target dataset T , we assume
covariate shift [44], which is a distribution shift that often
occurs in the real world. In other words, the target data xt

i

are sampled from the target distribution pt over X that is
different from ps, but the predictive distribution is the same,
i.e., ps(x) ̸= pt(x) and ps(y|x) = pt(y|x).

We split the regression model fθ into a feature extractor
gϕ : X → RD and linear regressor hψ(z) = w⊤z + b,
where ϕ and ψ = (w, b) are the parameters of the models
(w ∈ RD, b ∈ R), and D is the number of feature dimen-
sions. The whole regression model using the feature extrac-
tor and linear regressor is denoted by fθ = hψ ◦ gϕ, where
θ = (ϕ, ψ).

4. Test-time Adaptation for Regression

In this section, we describe the basic idea behind
Significant-subspace Alignment (SSA) in Sec. 4.1 and de-
scribe it in detail in Sec. 4.2.

4.1. Basic Idea: Feature Alignment

The basic idea of our TTA method for regression is to align
the feature distributions of the source and target domains in-
stead of using entropy minimization, as usually done in TTA
for classification. As we assume a covariate shift where
only the input distribution changes, we update the feature
extractor gϕ to pull back the target feature distribution to
the source one. Here, we describe a naı̈ve implementation
of the idea and its problem.

First, in the source domain, we compute the source fea-
ture statistics (mean and variance of each dimension) on S
after the source training:

µs =
1

Ns

Ns∑
i=1

zs
i, (1)

σs 2 =
1

Ns

Ns∑
i=1

(zs
i − µs)⊙ (zs

i − µs), (2)

where zs
i = gϕ(x

s
i) ∈ RD is a source feature and ⊙ is the

element-wise product.
Then, we move to the target domain, where we cannot

access the source dataset S. Given a target mini-batch B =
{xt

i}Bi=1 sampled from T , we compute the mini-batch mean
and variance µ̂t and σ̂t 2 analogously to Eqs. (1) and (2).

For feature alignment, we seek to make the target statis-
tics similar to the source ones. For this purpose, we use
the KL-divergence as Nguyen et al. [37] proved that it
is included in an upper bound of the target error in un-
supervised domain adaptation. Concretely, we minimize
the KL-divergence between two diagonal Gaussian distri-



Figure 1. Overview of significant-subspace alignment (SSA).

butions N (µs,σs 2) and N (µ̂t, σ̂t 2):

LTTA(ϕ) =

D∑
d=1

DKL

(
N (µs

d, σ
s
d
2)∥N (µ̂t

d, σ̂
t 2
d )

)
+DKL

(
N (µ̂t

d, σ̂
t 2
d )∥N (µs

d, σ
s
d
2)
)
, (3)

where the subscripts d represent the d-th elements of the
mean and variance vectors. Here, we used both directions of
the KL-divergence because it empirically had good results
as recommended by Nguyen et al. [37]. The KL-divergence
between two univariate Gaussians can be written in a closed
form as [10]

DKL
(
N (µ1, σ

2
1)∥N (µ2, σ

2
2)
)

=
1

2

(
log

σ2
2

σ2
1

+
(µ1 − µ2)

2 + σ2
1

σ2
2

− 1

)
. (4)

However, in regression models, the features tend to be
less diverse than in classification [49]. In fact, we ob-
served that the features of regression models trained on S
are distributed in only small subspaces of the feature spaces
and many dimensions of the feature spaces had zero vari-
ances. Tab. 1 shows the numbers of valid (having non-
zero variance) feature dimensions and feature subspace di-
mensions (see Sec. 5.3.1). This property makes the naı̈ve
feature alignment described above unstable since the KL-
divergence in Eq. (4) includes the variance in the denomina-
tor. Also, this naı̈ve feature alignment is ineffective because
many of the feature dimensions have a small effect on the
subspace.

4.2. Significant-subspace Alignment

In this section, we describe our method, Significant-
subspace Alignment (SSA), to tackle the aforementioned
problem of naı̈ve feature alignment.

Fig. 1 shows an overview of SSA. As described in
Sec. 4.1, the features of a regression model tend to be dis-
tributed in a small subspace of the feature space. Thus,
we introduce subspace detection to detect a subspace that

is representative and significant to the output and then per-
form feature alignment in the subspace. Subspace detection
is similar to principal component analysis (PCA). Further,
in the regression model we consider, a feature z = gϕ(x) is
projected onto a one-dimensional line determined by w of
hψ in order to output a scalar value w⊤z + b. Within the
subspace, there are dimensions that have smaller contribu-
tion (λs) but have an effect on the line. We use dimension
weighting to prioritize such dimensions.

Subspace Detection. After the training on the source
dataset S, we detect the subspace in which the source fea-
tures are distributed. Instead of computing the variance of
each dimension as Eq. (2), we compute the covariance ma-
trix:

Σs =
1

Ns

Ns∑
i=1

(zs
i − µs)(zs

i − µs)⊤ (5)

where the source mean vector µs is the same as Eq. (1).
Then, we detect the source subspace. On the basis of

PCA, the subspace is spanned by the eigenvectors of the
covariance matrix Σs, denoted by vs

k (∥vs
k∥2 = 1). The

corresponding eigenvalues λs
k represent the variance of the

source features along the direction vs
k. We use the top-K

largest eigenvalues λs
1, . . . , λ

s
K (λs

1 > · · · > λs
K), the cor-

responding source bases vs
1, . . . ,v

s
K , and the source mean

µs as the source statistics.
Dimension weighting. We weight the subspace dimen-

sions for prioritizing the feature alignment of each dimen-
sion on the basis of its significance to the model output.
Since we assume that the output is computed with a lin-
ear regressor hψ(z) = w⊤z + b, only the direction along
w affects the output in the feature subspace. Thus, precise
feature alignment is necessary along the direction of w.

We determine the weight of each subspace dimension as
follows:

αd = 1 + |w⊤vs
d|. (6)

Feature Alignment. This step is done in the target do-
main. Given a target mini-batch B sampled from the target
dataset T , we project the target features zt

i = gϕ(x
t
i) into

the source subspace and then compute the feature alignment



Algorithm 1 Significant-subspace alignment (SSA).
Input: Pre-trained source model fθ , source bases Vs, source mean µs, source vari-

ances λs, target dataset T
Output: Adapted model fθ′

Compute weights for each dimension of the source subspace αd according to
Eq. (6)
for all mini-batch {xt

i}i in T do
Extract target features {zt

i = gϕ(x
t
i)}i

Project target features {zt
i}i into {z̃t

i}i according to Eq. (7)
Compute projected target mean µ̃t and variances σ̃t 2 analogously to Eqs. (1)
and (2)
Update feature extractor gϕ to minimize LTTA according to Eq. (8)

end for

loss. The projection of the target feature is computed as fol-
lows:

z̃t
i = Vs(zt

i − µs), (7)

where Vs = [vs
1, . . . ,v

s
K ]⊤ ∈ RK×D. With z̃t

i ∈ RK ,
we compute the projected target mean and variance over
the mini-batch analogously to Eqs. (1) and (2); this is
denoted by µ̃t and σ̃t 2. On the other hand, the pro-
jected source mean and variance are 0 and the eigenval-
ues λs = [λs

1, . . . , λ
s
K ] since Σsvs

k = λs
kv

s
k. Thus, the

KL-divergence in the detected subspace is computed be-
tween two K-dimensional diagonal Gaussians N (0,λs)
and N (µ̃t, σ̃t 2).

Using the subspace detection and dimension weighting,
the loss of SSA is:

LTTA(ϕ) =

K∑
d=1

αd
{
DKL

(
N (0, λs

d)∥N (µ̃t
d, σ̃

t 2
d )

)
+DKL

(
N (µ̃t

d, σ̃
t 2
d )∥N (0, λs

d)
)}

=
1

2

K∑
d=1

αd

(
(µ̃t
d)

2 + λs
d

σ̃t 2
d

+
(µ̃t
d)

2 + σ̃t 2
d

λs
d

− 2

)
.

(8)

During TTA, we optimize the feature extractor gϕ to
minimize LTTA, i.e., we seek ϕ∗ = minϕ LTTA(ϕ). We up-
date only the affine parameters γ and β of the normalization
layers such as batch normalization [21] or layer normaliza-
tion [2] to avoid forgetting the source knowledge inspired
by Tent [46].

The procedure of SSA is listed in Algorithm 1.

5. Experiment
We evaluated SSA and the baselines on various regression
tasks. First, we checked whether the learned features are
distributed in a small subspace (Sec. 5.3.1) and then eval-
uated the regression performance (Secs. 5.3.2 and 5.3.3).
We also analyzed the feature subspace and distributions
(Secs. 5.3.4 and 5.3.5).

5.1. Dataset

We selected regression datasets with two types of covariate
shift, i.e., domain shift and image corruption.

SVHN-MNIST. SVHN [36] and MNIST [30] are famous
digit-recognition datasets. Although they are mainly used
for classification, we used them for regression by training
models to directly output a scalar value of the labels. We
used SVHN and MNIST as the source and target domains,
respectively.

UTKFace [50]. UTKFace is a dataset consisting of face
images. The task is to predict the age of the person in an
input image. For the source model, we trained models on
the original UTKFace images. For the target domain, we
added corruptions such as noise or blur to the images. The
types of corruption were the same as those of ImageNet-
C [20]. We applied 13 types of corruption at the highest
severity level of the five levels.

Biwi Kinect [13]. Biwi Kinect is a dataset consisting of
person images. The task is to predict the head pose of the
person in an input image in terms of pitch, yaw, and roll
angles. We separately trained models to predict each angle.
The source and target domains are the gender of the person
in the image. We conducted experiments on six combina-
tions of the source/target gender and task, i.e., {male →
female, female → male} × {pitch, yaw, roll}.

5.2. Setting

Source model. We used ResNet-26 [18] for SVHN and
ResNet-50 for UTKFace and Biwi Kinect. We modified
the last fully-connected layer to output single scalar values
and trained the models with the standard MSE loss on each
dataset and task.

Test-time adaptation with SSA. We minimized LTTA on
the target datasets. We used the outputs of the penultimate
layer of the model as features, which had 2048 dimensions.
We set the number of dimensions of the feature subspace
to K = 100 as the default throughout the experiments.
For optimization, we used Adam [25] with a learning rate
= 0.001, (β1, β2) = (0.9, 0.999), and weight decay = 0,
which is the default setting in PyTorch [41]. We set the
batch size to 64 following other TTA baselines.

Baseline. Since there are no TTA baselines designed for
regression, we compared SSA with TTA methods designed
for classification that can be naı̈vely applied to regression.
Source simply makes predictions without any model up-
dates. BN-adapt [4] updates the feature mean and variance
stored in the BN layers during testing. Feature restora-
tion (FR) [11] uses the source statistics of the features and
outputs (instead of logits in classification) as a form of
dimension-wise histogram and aligns the target feature his-
togram to the source one. Prototype is a tweaked version of



Method R2 RMSE

Source 0.406±0.00 2.232±0.00

DANN 0.307±0.09 2.406±0.16

TTT 0.288±0.02 2.443±0.03

BN-adapt 0.396±0.00 2.251±0.01

Prototype 0.491±0.00 2.065±0.01

FR 0.369±0.01 2.300±0.02

SSA (ours) 0.511±0.03 2.024±0.06

Table 2. Test R2 score (higher is better) and RMSE (lower is bet-
ter) on SVHN-MNIST. The best scores are bolded.

T3A [23]; it regards the weight vector w of the last fully-
connected layer as the prototype and replaces it with the
mean of the arriving target feature vectors during testing.
In addition, we used the following methods other than TTA
as baselines: test-time training (TTT) [45] incorporates a
self-supervised rotation prediction task during pre-training
in the source domain; then it updates the model by mini-
mizing the self-supervised loss during testing. DANN [15]
is an unsupervised domain adaptation method which adver-
sarially trains a feature extractor and domain discriminator
to learn domain-invariant features.

5.3. Results

5.3.1 Number of Dimensions of the Feature Subspace

After the pre-training on the source dataset, we counted the
numbers of valid feature dimensions (i.e., having non-zero
variances) and dimensions of the feature subspace in which
the source features are distributed. The latter value corre-
sponds to the number of non-zero eigenvalues of the covari-
ance matrix of the source features in Eq. (5). Tab. 1 shows
the numbers of valid feature dimensions and subspace di-
mensions computed for each source dataset. Although the
number of feature dimensions is 2048 in ResNet, many fea-
ture dimensions have zero variance because of ReLU acti-
vation. This is the cause of the failure of the naı̈ve feature
alignment, as described in Sec. 4.1. Moreover, the source
features are distributed in only a small subspace with fewer
than a hundred dimensions, which is smaller than that of
valid feature dimensions. This property makes the naı̈ve
feature alignment harder since the alignment of the origi-
nal feature space is ineffective in the subspace in which the
features are actually distributed.

5.3.2 Regression Performance

We evaluated the performance of the regression models in
terms of the R2 score (coefficient of determination), which
is widely used in regression tasks. Tab. 2 shows the scores
for the SVHN-pretrained model tested on MNIST. SSA
outperformed the baselines; some of them even underper-
formed the Source. This is because the baselines were

designed for classification tasks and they affected the fea-
ture subspaces learned by the source model (see Sec. 5.3.4).
Tab. 3 shows the R2 scores on the UTKFace data with im-
age corruption. We can see that SSA had the highest R2

scores for most of the corruption types. In particular, SSA
outperformed the baselines by a large margin on noise-type
corruption which significantly degraded the performance
of Source. Tab. 4 shows the R2 scores on Biwi Kinect
with genders different from the source domains. SSA con-
stantly had higher R2 scores than the baselines; the base-
lines’ scores sometimes significantly dropped or even di-
verged (Prototype).

In summary, SSA consistently improved the scores
whereas the baselines sometimes even underperformed
Source.

5.3.3 Ablation Study

We investigated the effect of the subspace detection and
dimension weighting by running SSA with and without
them. For the SSA variant without subspace detection (i.e.,
naı̈vely aligning the original feature space), we simply se-
lected the top-K feature dimensions that had the largest
variances. In this case, we directly used the weight of the
linear regressor hψ to compute the dimension weight αd as
αd = 1 + |wd| instead of Eq. (6). Tab. 5 shows the test R2

scores with and without subspace detection and dimension
weighting on each dataset. Without subspace detection, the
scores were worse than Source on MNIST and Biwi Kinect,
and of the same level as simple baselines like BN-adapt [4]
on UTKFace (Tab. 3). In contrast, the subspace detection
significantly improved the scores on all three datasets. Di-
mension weighting also improved the scores, although the
gain was smaller than in the case of subspace detection.
This is because the variance of the feature subspace dimen-
sion correlates with the weight; i.e., the top-K selected di-
mensions with respect to variance tended to have high im-
portance to the output. However, the dimension weighting
raised the importance of the feature dimensions that have
low variance but affect the output, which further improved
regression performance. Tab. 7 lists the correlation coeffi-
cients between αd and variance λs

d.
Next, we investigated the effect of the number of feature

subspace dimensions K. We varied K within {10, 25, 50,
75, 100, 200, 400, 1000, 2048}. Tab. 6 shows the test R2

scores. Although the best K differs among the datasets,
K = 100 consistently produced competitive results. With
increasing K, the best or competitive scores were when
K was close to the number of the subspace dimensions in
Tab. 1. This indicates the importance of the subspace fea-
ture alignment. When K ≥ 400 in MNIST and K ≥ 1000
in Biwi Kinect, the loss became unstable or diverged be-
cause SSA attempted to align too many degenerated feature
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Mean

Source 0.410 0.159 0.658 −3.906 0.711 0.069 0.595 −2.536 −2.539 −2.522 0.661 −0.029 −0.544 −0.678

DANN 0.512 0.586 0.637 −0.720 0.729 0.698 0.807 −4.341 −3.114 −3.744 0.590 −0.131 −0.425 −0.609
TTT 0.748 0.761 0.773 0.778 0.826 0.772 0.861 0.525 0.532 0.477 0.775 0.397 0.493 0.671

BN-Adapt 0.727 0.759 0.763 0.702 0.826 0.778 0.850 0.510 0.510 0.446 0.790 0.392 0.452 0.654
Prototype −1.003 −1.020 −1.016 −0.719 −0.967 −0.908 −0.974 −0.514 −0.512 −0.512 −1.004 −0.823 −0.822 −0.830
FR 0.794 0.839 0.849 0.756 0.899 0.825 0.946 0.509 0.522 0.458 0.861 0.408 0.428 0.700
SSA (ours) 0.803 0.839 0.851 0.792 0.899 0.829 0.943 0.580 0.592 0.560 0.863 0.440 0.517 0.731

Table 3. Test R2 scores on UTKFace with image corruption. The best scores are bolded.

Female → Male Male → Female

Method Pitch Roll Yaw Pitch Yaw Roll Mean

Source 0.759 0.956 0.481 0.763 0.791 0.485 0.706

DANN 0.698±0.03 0.826±0.03 −0.039±0.08 0.711±0.01 0.850±0.01 0.076±0.05 0.520±0.02

TTT −0.062±0.20 0.606±0.00 0.031±0.02 0.750±0.00 0.725±0.00 −0.321±0.00 0.288±0.03

BN-adapt 0.771±0.00 0.953±0.00 0.493±0.01 0.832±0.00 0.842±0.00 0.585±0.00 0.746±0.00

Prototype −318±0.00 - - - - - −318±0.00

FR −1.27±0.70 0.742±0.05 −2.69±0.79 0.622±0.06 0.855±0.01 −0.406±0.30 −0.357±0.23

SSA (ours) 0.860±0.00 0.962±0.00 0.513±0.01 0.869±0.00 0.886±0.00 0.575±0.00 0.778±0.00

Table 4. Test R2 scores on Biwi Kinect. The best scores are bolded.

Subspace Weight SVHN UTKFace Biwi Kinect

0.333 0.642 0.672
✓ 0.338 0.641 0.672

✓ 0.508 0.728 0.778
✓ ✓ 0.511 0.731 0.778

Source 0.406 0.020 0.706

Table 5. Test R2 scores of SSA with and without subspace detec-
tion and dimension weighting. Scores averaged over corruption
types and gender-task combinations are reported for UTKFace and
Biwi Kinect, respectively. The best scores are bolded.

K MNIST UTKFace Biwi Kinect

10 0.494 0.693 0.688
25 0.538 0.717 0.761
50 0.524 0.728 0.767
75 0.516 0.732 0.774
100 0.511 0.731 0.778
200 0.496 0.731 0.771
400 - 0.731 0.755
1000 - 0.732 -
2048 - 0.725 -

Table 6. Test R2 scores of SSA for different numbers of feature
subspace dimensions K. The best scores are bolded.

dimensions. In contrast, although setting K ≥ 1000 gave
the good scores on UTKFace, K = 100 produced a com-
petitive score.

Dataset SVHN UTKFace
Biwi Kinect

(Female, Pitch)
Correlation 0.787 0.917 0.782

Table 7. Correlation coefficients between the top K = 100 vari-
ances of source features along the source bases λs

d and weight αd

in Eq. (6).

5.3.4 Feature Subspace Analysis

To verify that the reason why the baseline methods de-
grade the regression performance is that they affect the fea-
ture subspace learned by the source model as mentioned
in Sec. 5.3.2, we examined the reproducibility of the tar-
get features with the source bases Vs after TTA. That is,
the target features can be represented by a linear combina-
tion of the source bases if the model retains the source sub-
space throughout TTA and the target features fit within the
subspace. To measure this quantitatively, we computed the
reconstruction error L as the Euclidean distance between a
target feature vector zt and zt

r, the one reconstructed with n
source bases:

L = ∥zt
r − zt∥2, zt

r = µs +

n∑
d=1

((zt − µs)⊤vs
d)v

s
d, (9)

where zt is a target feature vector extracted with the model
after TTA, and n is the number of dimensions of the source
subspace listed in Tab. 1.

Fig. 2 plots the reconstruction error L versus n on the
three datasets. The error decreased as n increased for all
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Figure 2. Reconstruction error of features reconstructed with the source bases relative to the original target features. Note that Source and
Prototype are the same, since Prototype does not update the feature extractor of the model. FR [11] is not plotted in (a) because it had huge
errors.
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mensions on SVHN-MNIST. Left: Original features. Right: Pro-
jected features.

methods, but SSA reduced the error with a smaller n than
in those of the baselines, indicating that it could make the
target features fit within the source subspace. Especially in
the case of Biwi Kinect (c), the baseline methods produced
larger errors than Source; i.e., they broke the learned sub-
space.

5.3.5 Another Effect of Subspace Detection

For the feature alignment, we used the KL-divergence be-
tween two diagonal Gaussian distributions (Eq. (4)) to mea-
sure the distribution gap between the source and target fea-
tures, under the assumption that the features follow a Gaus-
sian distribution. Here, while it is not clear that the as-
sumption actually holds especially when features are output
through activation functions like ReLU as in ResNet, we
argue that the subspace detection of SSA has, in addition
to an effective feature alignment, the effect of making such
features follow a distribution close to a Gaussian.

We visualized the histograms of the target features zt
i

extracted with the source model and ones projected to the
source subspace with Eq. (7). Fig. 3 shows the histograms
of three randomly selected dimensions of the original and
projected features of SVHN-MNIST. In the left column
of the figure, the histograms of the original features con-
centrate on zero because of the ReLU activation and do
not follow a Gaussian distribution, which makes the KL-
divergence computation with Eq. (4) inaccurate. On the

other hand, the histograms of the projected features in the
right column are close to Gaussians. Thus, subspace detec-
tion makes it easier to align the features with the Gaussian
KL-divergence also from this perspective.

The reason why the projected features follow a Gaussian
distribution can be interpreted as follows. The k-th element
of a projected feature vector z̃t

i,k is

z̃t
i,k =

D∑
d=1

(zt
i,d − µs

d)v
s
k,d. (10)

Here, we regard each term ai,d := (zt
i,d − µs

d)v
s
k,d as a

random variable. Assuming that ai,d is independent of the
feature dimension d, the central limit theorem guarantees
that the distribution of the projected features, i.e., the sum
of ai,d, becomes closer to a Gaussian as the total number of
dimensions D increases.

6. Conclusion
We proposed significant-subspace alignment (SSA), a novel
test-time adaptation method for regression models. Since
we have found that the naı̈ve feature alignment fails in re-
gression TTA because the learned features are distributed in
a small subspace, we incorporated subspace detection and
dimension weighting procedures into SSA. The subspace
detection procedure detects the feature subspace in which
source features are distributed and the dimension weighting
computes the importance of each dimension of the subspace
in order to improve the effectiveness of the feature align-
ment and retain the source subspace during TTA. Experi-
mental results show that SSA achieved higher R2 scores on
various regression tasks than did baselines that were origi-
nally designed for classification tasks. Further, we observed
that SSA retains the source subspace and makes the feature
distribution closer to a Gaussian, which makes it easier to
align the features within the subspace.

Limitation. One limitation of SSA is that it assumes a
covariate shift, where p(y|x) does not change. Addressing
distribution shifts where p(y|x) changes, e.g., concept drift,
will be tackled in future work.
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[28] Stéphane Lathuilière, Pablo Mesejo, Xavier Alameda-
Pineda, and Radu Horaud. A comprehensive analysis of deep
regression. IEEE transactions on pattern analysis and ma-
chine intelligence, 42(9):2065–2081, 2019. 1
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