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• Basic Idea: Feature Alignment

➢ Aligns the target feature mean and variance with 

pre-computed source statistics

➢ Problem: Alignment in the entire feature space is inefficient

in regression

‒ Features are less diverse than classification [1]

‒ Features are distributed only in a small subspace (Tab. 1)

• Subspace Detection

➢ Detects the source feature subspace significant to the output 

using PCA

• Dimension Weighting

➢ Weights the subspace dimensions based on the significance

to the output
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Test-time Adaptation (TTA)

•Adapts a pre-trained model to the target domain 

with unlabeled target data

•Does not access the source data

TTA for Regression

•TTA for regression has not been explored 

because existing TTA methods typically focus on 

classification using entropy minimization

•Entropy cannot be computed for regression 

models

➢ Regression models output single scalar values, 

not distributions
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•Subspace Dimensions

➢ Smaller than appearance (2048 dims.) in regression

➢ Entire feature alignment is ineffective

•Regression Performance

➢ Our SSA outperformed 

existing classification TTA 

baselines

Experiment

Table 1. Number of feature dimensions

Table 2. SVHN-MNIST

Table 3. 𝑅2 on UTKFace (age prediction) 

[1] Zhang et al., Improving Deep Regression with Ordinal Entropy. ICLR 2023.
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